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PERSONALIZED RECOMMENDATION OF A
VOLATILE ITEM

CLAIM OF PRIORITY

This patent application claims the benefit of priority, under
Section 119(e), to Maks Ovsjanikov and Ye Chen, U.S. Pro-
visional Patent Application Ser. No. 61/296,325, entitled
“Personalized Recommendation of a Volatile Item,” filed on
Jan. 19, 2010, which is hereby incorporated by reference
herein in its entirety.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document con-
tains material that is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
files or records, but otherwise reserves all copyright rights
whatsoever. The following notice applies to the software and
data as described below and in the drawings that form a part
of this document: Copyright eBay, Inc. All Rights Reserved.

TECHNICAL FIELD

The present disclosure generally relates to recommending
an item. More specifically, the present disclosure relates to
methods and systems to provide a personalized recommen-
dation of a volatile item.

BACKGROUND

Modeling user preferences for effective personalization is
one of the central tasks in Web mining. Certain personaliza-
tion systems seek to provide users with the most relevant
information without eliciting their intentions, and relying
only on user profiles and their past behavior. Examples of
such systems include search personalization, Google News
personalization, and Yahoo! behavioral targeting among oth-
ers.

One application of Web personalization is in recommender
systems in e-commerce sites such as Amazon, Netflix, or
eBay, which attempt to recommend relevant items to users
based on their explicit profiles (e.g., gender and age) and their
implicit profiles, such as purchasing and browsing behavior.
The combined user profiles are then used to suggest items
deemed as the most relevant items.

SUMMARY

Disclosed, in one example is a system, method, and
machine readable medium for creating a personalized recom-
mendation of an item by creating a topic vector based on a
plurality of search queries, at least one of a plurality of users
associated with the search queries and a plurality of items
associated with the search queries; inferring a topical prefer-
ence for a user based on a search query by the user; and
recommending at least one item based on the topical prefer-
ence and the topic vector.

In another example, disclosed is a system, method, and
computer readable medium for creating a personalized rec-
ommendation of an item by creating an item-based topical
model based on a plurality of search queries and items asso-
ciated with the plurality of search queries; inferring a topical
preference for a user based on a search query by the user; and
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2

recommending at least one item based on the topical prefer-
ence and the item-based topical model.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a graph that shows, in one example, the “Cumu-
lative Distribution Function,” or (“CDF”) of the number of
items purchased by eBay users in the “Clothing, Shoes &
Accessories” (“CSA”) meta-category.

FIG. 2 is a graph that shows in one example, the CDF ofthe
subcategories of CSA explored by users. It can be appreciated
that although the majority of users only bought one item, they
often explore several subcategories.

FIG. 3 shows in one example the dependences of the aver-
age number of topics per user and the average number of
words per topic on the Dirichlet prior o with $=0.1. The solid
line shows the average number of topics that cover at least
50% of user’s interests ©,,, while the dashed line shows the
average number of words that cover at least 50% of topic’s
distributions @,.

FIG. 4 shows in one example the dependences of the aver-
age number of topics per user and the average number of
words per topic on the Dirichlet prior [ with ¢=0.5. The solid
line shows the average number of topics that cover at least
50% of user’s interests ©,,, while the dashed line shows the
average number of words that cover at least 50% of topic’s
distributions @,.

FIG. 5 shows in one example, the absolute log-likelihood
of' the test data given the trained models, as a function of the
number of topics.

FIG. 6 shows in one example, an absolute log-likelihood of
the test data given the trained models, as a function of the
number of queries.

FIG. 7 shows in one example the CDF of the absolute
log-likelihood of the new queries for a=1 and ¢=0.05. The
latter has low error for more queries, but also higher error in
the worst case.

FIG. 8 shows in one example the user classification accu-
racy into male and female for different numbers of latent
topics t, as a function of the number of queries. It can be noted
that the method, incorporating models with multiple number
of'topics (Sum) performs better than any individual model.

FIG. 9 shows one example of an online commerce system
that can be used in conjunction with the current disclosure.

FIG. 10 shows one example of marketplace applications
and payment applications that can be used in conjunction
with the current disclosure.

FIG. 11 shows a personalization application according to
one example implementation.

FIG. 12 shows a method for creating a personalized rec-
ommendation of an item according to one example.

FIG. 13 shows a method for creating a personalized rec-
ommendation of an item according to another example.

FIG. 14 shows a computing device according to one
example.

DETAILED DESCRIPTION

The present disclosure is directed to a novel personalized
recommendation system for recommending volatile items in
online marketplaces such as eBay. An online marketplace
presents unique challenges which make traditional recom-
mendation systems unsuitable. Unlike systems where tradi-
tional recommendation systems have been employed, the
highly volatile inventory of online commerce systems is con-
stantly changing, making recommendation problematic.
Additionally, the data for each item is often unstructured to
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varying degrees—that is, the items are identifiable only by
their description, as opposed to other systems which may
standardize items and their descriptions to varying degrees.
These challenges prohibit obtaining reliable relations
between items, and complicate modeling user preferences.

The present disclosure seeks to address these challenges by
mapping the users, as well as the items, to a common latent
space using search queries, where reliable user modeling can
be made. This mapping allows the performance of novel
collaborative filtering based on a latent topic model to obtain
stable relations between items, which can then be used
directly for personalized recommendation. The disclosed
method may improve the recommendation accuracy over a
user-oblivious model, and apply it to user classification.

In one example, this disclosure may be used in an online
marketplace. In some examples, the online marketplace may
be a network-based online marketplace. In other examples,
this online marketplace may be an online auction marketplace
such as eBay, run by eBay, Inc. of San Jose Calif. Examples
given herein merely typify possible variations. Unless explic-
itly stated otherwise, components and functions are optional
and may be combined or subdivided, and operations may vary
in sequence or be combined or subdivided. In the following
description, for purposes of explanation, numerous specific
details are set forth in order to provide a thorough understand-
ing of example embodiments. It will be evident, however, to
one skilled in the art, that the present subject matter may be
practiced without these specific details.

The current disclosure provides a personalized recommen-
dation for a volatile item by mapping both users and items to
a common latent topic space, where both personalization and
recommendation become possible. As used herein, an item is
a product that has been listed for sale either through an auc-
tion or a traditional sale. For example, an item may be a
product that is listed for sale in an online marketplace. An
item can be any item bought or sold and includes, but is not
limited to, physical products, virtual products, and digital
media including audio, visual, audiovisual, and streaming
media. As used herein, a volatile item is an item whose avail-
ability is not certain in a marketplace. In some examples it can
be an item that is temporarily available. For example, an item
in an online marketplace may be a volatile item if the item is
not permanently available in the online marketplace. While
the present disclosure can be used to recommend volatile
items in a marketplace that has many volatile items, it is
understood that the present disclosure may also be used to
recommend items that are not volatile in marketplaces that do
not possess many volatile items and any combination in-
between. As used herein, a latent topic is a topic that is
inferred from items. For example, a latent topic may be a type
of'item category. As used herein, a latent topic space is a set of
latent topics.

In one example, the method of the current disclosure is
based on Latent Dirichlet Allocation and matrix factorization
models in collaborative filtering. However, unlike some state-
of-the-art factor models for recommenders, which estimate
the latent variables by factorizing the user-item rating matrix,
the present disclosure builds a latent model by analyzing the
search queries issued by users, and then obtain user and item
profiles using statistical inference on the latent model. There-
fore, the search queries act as a link between users and items,
and most significantly allow building the latent model inde-
pendently of individual user-item relationships. The disclo-
sure also shows how to use this decomposition to overcome
the problem of updating the model when new items or users
arrive.
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For a highly dynamic item space as in an online market-
place, there are issues of volatility and sparsity. As used
herein, volatility refers to items that are temporarily available.
For example, volatility may describe the item inventory in an
online marketplace where the item inventory can change. As
used herein, sparsity refers to the lack of historical transaction
data for a user.

Search Personalization by Profiling

Approaches to automatic search personalization may be to
either analyze the content of the browsing history of each
user, thus inferring user preferences for individual terms, or
build user preferences for more abstract concepts or catego-
ries. Most of the work of the latter kind relies on the existence
of a well-structured reference ontology, such as the Open
Directory Project (ODP). Building such a reliable ontology
(catalog) in the context of an online marketplace may be
difficult since the space of items is constantly evolving. Lin et
al., discloses a modification of Hofmann’s probabilistic
Latent Semantic Analysis (pLL.SA) to learn user preferences
for concepts derived automatically from the data. However,
their method uses the triplets of user-query-page for learning,
which can be infeasible with volatile items, and their empha-
sis is on predicting user queries rather than recommendation.
Recommendation of a Volatile Item

Current methods of item recommendation may not be
applicable in recommending dynamic content, since those
systems usually rely on the set of items used in the recom-
mendations being relatively stable. As already stated, the set
of'items in some online marketplaces may be unstable. Addi-
tionally, some recommendation systems use user preferences
given through explicit ratings. Explicit ratings are often not
desirable or not practical in online marketplaces.

Several methods, however, have been recently proposed
for personalized recommendation of dynamic content.
Google News Personalization by Das et al. aims to recom-
mend news articles to users based on their implicit profiles by
using a combination of three separate algorithms for user
modeling. In particular, the authors use pL.SA to obtain latent
topics. However, in their system, latent topics are, again,
inferred from the user-item pairs, which is only feasible
because individual pages are pre-clustered by the Google
news engine into a set of news topics. Because of the user-
item coupling, their model needs to be retrained every time a
new user enters the system. Chu and Park address a similar
problem in their paper. In their method, the preference of user
u for item i is predicted as f,,W{,, where f, and {, are pre-
computed feature vectors and W is a weight matrix, which is
learned through optimization. This decoupling of users and
items allows the authors to overcome the cold start issue of
recommending items to new users, while the learning of W
can be done offline and updated periodically. Rather than
using the predefined user and item feature vectors, the present
disclosure learns them through statistical inference: Further-
more, the modeling of user preferences in the present disclo-
sure allows us to recommend diverse items, while remaining
relevant to the user.

Latent Topic Model

In this section, a latent topic model employed by the
present disclosure in one example is introduced, and show
how it can be used for user profiling, as well as recommen-
dation in a unified framework. The model adopted by the
current disclosure is similar to the Latent Dirichlet Allocation
(LDA) model introduced by Blei et al. in their seminal paper.
First, a brief overview of LDA will be presented and then how
it is used in the framework of the present disclosure.



US 9,336,315 B2

5

Latent Dirichlet Allocation

LDA is a Bayesian generative model that attempts to cap-
ture the way individual documents are created from a set of
latent topics. LDA starts by assuming that there exist a set of
K hidden topics that are responsible for generating words in
each document. Every topic is represented by a multinomial
probability distribution over the vocabulary of all possible
terms. If the vocabulary contains V distinct terms, each topic
k can be represented by a vector ®,eA", a V-simplex, i.e.,
O, (1)=0"Vt and X_, "D, (t)=1. Every document in a given
corpus of N documents is, in turn, represented by a multino-
mial probability distribution over the set of topics ©,eA*
where, again ©,(k)=0Vk and 2, ,*®,(k)=1. LDA further
imposes Dirichlet priors with uniform parameters o and § on
0, and @, respectively.

To generate a word i in document n, first a topic z,, is
selected according to P(z,, =k)=0, (k), and afterward the new
word w,,, is selected from the vocabulary according to
P(w,, ~tlz, ~k)=®,(t). This process is repeated indepen-
dently for each word in the document.

A property of LDA is that only the words w,, , are observ-
able. Estimating the hidden z, ,, ®, and @, given a corpus of
documents is a problem of Bayesian inference, for which
several methods including variational EM and Gibbs sam-
pling have been proposed.

It has been noted by Girolami and Kaban that a special case
of LDA with a uniform prior a=1 corresponds to pL.SA,
introduced by Hofmann. The Dirichlet prior a=1, makes
every distribution ®,, equally likely, and means that a single
document can contain words from any number of topics. The
importance of a sensible choice of the Dirichlet prior o has
been stressed by Blei et al., but is generally believed not to
impact model estimation for large enough data sets. As will be
shown later, however, for relatively short documents such as
user query logs, the quality of the model is directly related to
the proper choice of a even for a large corpus consisting of
millions of documents.

Generative Model for Users

Following L.DA, it is assumed that each user can be char-
acterized by a multinomial probability distribution ©,, over a
fixed set of K topics. We may interpret each element k of
©,€eA* the interest of user u in topic k. In the context of an
e-commerce website, a topic can represent a particular brand,
a category of products, or a loosely defined concept, such as
lifestyle. It may be further assumed that each topic can be
characterized by a fixed multinomial distribution over the set
of' V distinct search queries, which can be represented by a
vector ®,eA". Note that unlike the unigram model in LDA, a
search query can contain multiple words or special charac-
ters. Similarly to LDA, however, Dirichlet priors on ®,, and
@, with specified uniform parameters o and fj respectively
will be introduced.

The generative model we use may assume that each search
query q,,; by user u corresponds to a latent topic z,,, sampled
independently according to P(z,, ,=k)=0 (k). Then, the search
query is drawn according to @, i.e., P(q, ,=qlz, ~K)=D,(q).

Note that given this generative model, the probability of a
user u generating a particular query q is given by:

K (69)
Pglw)= ) Pz=klwPglz=k
k=1

5

10

15

20

25

30

35

40

45

50

55

60

6

-continued

K
= 0.0 (q).
k=1

In the following, this probability is interpreted as the user’s
preference for a query q. Note that the latent model allows for
estimation of the user’s preference for queries that they have
never issued. This is especially useful when recommending
search queries for users after inferring their preferences, since
not only the users can be exposed to more relevant content,
but also the recommended queries can yield potentially more
relevant results than the user issued ones.

Estimating the model parameters from a corpus of queries
generated by a population of users can then be regarded as a
Bayesian approach to collaborative filtering since it leverages
co-occurrence information from multiple users to learn user
preferences for unseen data. The relation of the method of the
present disclosure to traditional collaborative filtering is dis-
cussed in more detail below.

Generative Model for Items

To extend the user-based model for generating search que-
ries to observing items, it is assumed that item observation by
users is controlled by the underlying user intentions, captured
by the latent topics. In other words, a user searching for an
item is guided by a certain interest, characterized by the latent
topic, which results in a search query and an observed item.
The simplest way to capture this is by assuming conditional
independence of items and queries given the underlying latent
topic:

Plg,ilwy= " P(glk, i WPk, i|w) @
k

= > Pl PGPk u),
k

where i, q and u represent an item, query and user respec-
tively, and we write k short for z=k in all probabilities. Here
the present disclosure has introduced a novel extension of
LDA, which models pair-wise observations (q, i) instead of
unigram generation as in conventional document modeling.
This innovation has practical significance since it can be
applied to most dominant Web applications involving user
behavior starting from search with the goal to find an item,
such as generic search engines (query, URL), e-commerce
sites (query, merchandise), social networks (query, people),
and micro-blogs (query, entry).

However, for a highly dynamic item space as in eBay,
introducing items to the observation pairs does not solve the
volatility and sparsity issue, since the triplet (user, query
item) will be at least as sparse as the pairs (user, item). Recall
that the goal of item-based topic modeling is to learn a topical
mixture for a given item, and hence queries serve as the
topical descriptor of both users and items. This idea can be
seen by integrating, over all users, the above pair-wise LDA:

3
Plg, D)= fP(q, [l wPldu @

= f > PPk, il WP du
g

= > PalkPk. )
k
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-continued
= > Plgl Pkl DP(),
k

the probability P(kli) can be interpreted as the probability that
the latent topic k is responsible for generating an instance of
item 1. We can encode these probabilities by a multinomial
distribution over the set of topics, or a vector W,eA*. Follow-
ing LDA, we can impose a Dirichlet prior y on W,.

The present disclosure has described that the item-based
topic model can be derived as a marginalized pair-wise LDA.
Now it can be shown that the user-based and item-based
models essentially stem from two different views of the same
data. User behavior can be organized as a (user x query x item)
three-dimensional tensor, where each element is a count of
occurrences that a user issuing a query and then positively
responding to an item impression (by clicking, bidding, or
purchasing). By projecting the behavioral tensor to the (user
X query) matrix, we can derive the user-based topical model
by LDA or other NMF techniques. Likewise by projecting the
behavioral tensor to the (item x query) matrix, the method of
the present disclosure can learn the item-based topical model.
Since the underlying data is the same, the derived latent topic
space is naturally shared by the user and item dimensions. So
far, the present disclosure has successfully addressed the
volatility issue that makes directly decomposing the (user x
item) matrix impractical, by leveraging the semantic-rich
query layer. This contribution is significant since most Web
2.0 type of data exhibits high dynamism.

It is important to note that under the item-based model, the
method of the present disclosure can estimate the per-topic
query mixture P(qlk), without observing individual user
behavior. This is useful if the available data set consists of
queries and items, rather than users and queries, which is
particularly true for some aggregated query logs available
from data marts. Another advantage of deriving both user-
based and item-based models at a common latent topical
space is that a user-item preference score can be computed by
adot-product of P(klu) and P(kl1), as will be illustrated further
in the recommendation section.

The primary difference between this model and the stan-
dard LDA is that the additional layer of search queries allows
the interaction between users and items to be decoupled. This
is essential for model estimation in the volatile context of
eBay and other online marketplaces, since although the
inventory is constantly evolving the set of search queries
employed by the users is relatively stable. Furthermore, using
the search queries allows the topics to be more accurately
modeled by reducing the polysemy associated with indi-
vidual vocabulary terms. This will also allow for item recom-
mendation as described in the following section.

Note thata central assumption in LDA and, by extension, in
the model of the present disclosure is that topics within a
document are infinitely exchangeable. In this case this means
that P(z,, z,, . . ., z;lu)=P(n(z,, z,, . . ., Z;)) for any permu-
tation m. In other words, a user is equally likely to generate
any permutation of latent topics (this corresponds to the bag-
of-topics assumption). By de Finetti’s theorem, latent topics
for a given user are conditionally independent given the user’s
topic preferences ®,,. This assumption naturally extends to
the generative model for items.

Personalized Recommendation

Once we adopt the generative models for queries and items

described earlier, both query and item recommendation can
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be performed by using the model parameters ,, and ®,. In
this section, several methods for personalized recommenda-
tion will be described.

Query Recommendation

Given the user preference vector for latent topics ©,, the
latent topic distributions @, k, €l . . . K, search queries may
be recommended to the user u by simulating the generative
process described in the section “Generative Model for
Users.” Namely, to generate a query q, first sample a latent
topic zwith P(z=k)=0, (k), and then select a query q from ®_,
s.t. P(q=t)=®_(t). Unlike traditional recommendation sys-
tems, which suggest the items the user is most likely inter-
ested in, this process can be randomized. The stochastic deliv-
ery mechanism allows the recommendation set to be
diversified yet relevancy to the user can be maintained, while
yielding a 100% recall of the entire inventory of items in an
asymptotic sense.

Item Recommendation

Note that the process described above, in some examples,
allows recommendation of items to be made to users. To do
this, the recommended queries can be issued to the search
engine, and the retrieved results can be used as the recom-
mended items. In this way, the queries used for recommen-
dation will correspond to likely search queries in the latent
topic k, for which the user has shown interest. This means, in
particular, that the queries used for recommendation will
rarely come from the set of queries issued by the user in
question. Instead, they will be the most representative queries
in the user’s topics of interest. In experiments, the most likely
queries in each latent topic are generic terms describing the
topic (e.g., “wedding dress” or “men’s shirt”). Note that this
recommendation step is possible only because topic model-
ing is performed on full search queries, rather than individual
terms. Reconstructing a good search query given a set of
possibly unrelated search terms is a challenging task. How-
ever, since the topic model relies on full search queries by the
users, the most representative queries can be issued in each
latent topic easily.

If N recommendation slots are available, N distinct search
queries may be generated, by first selecting N latent topics
from ©, without replacement, and use the top item provided
by the search engine for each of these queries. This allows the
method to ensure that the queries selected for recommenda-
tion are generated by different latent topics, which can be
loosely interpreted as a way to increase entropy of the rec-
ommended items. In other words, the recommended items
will be as distinct from each other as possible, while still
being relevant to the user. One skilled in the art with the
benefit of applicant’s disclosure will appreciate that different
combinations of the number of searches run and the items
recommended based upon those searches can be used.
Relation to Latent Factor Models

Latent factor models are a set of methods in collaborative
filtering. Briefly, these methods aim to map each user and
each item to a common latent space (generally gf for some
fixed f). In this space, the prediction for user u’s preference
for item i is given by: £,,~b,+p,’q;, where b, is a baseline
predictor, which is typically a sum of various average ratings.
Note that in the model of the present disclosure, each user is
mapped to a vector of topic preferences ©,,s.t. 0, (k)=P(klu),
kel, ..., K and each item can be mapped to a vector W,
W, (k)y=P(kli),k €, g Therefore, itis possible to apply the
factor model directly by considering for a given user u, the
inner product of ® (k) with W,(k) for each item 1, and recom-
mending those items with the highest predicted score.

The major difference between the method of the present
disclosure and standard latent factor models, is that in most
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cases, the user-item matrix is assumed to be fixed, and the
latent factor model is derived either through rank-reduction of
this matrix, numerical optimization or statistical inference.
The latent topic model for users in the method of the present
disclosure is derived by considering the relations between
users and search queries, and is independent of user-item
interactions. Similarly, the latent topic model for items is
independent of users, and is derived entirely from item-query
conversion. Despite this, since the latent topic model for
search queries is fixed, the users and items are mapped to the
same low-dimensional space, which allows for generation of
recommendations.

This decoupling of users and items also allows the method
of the present disclosure to overcome one of the limitations
inherent in the latent factor models, which require re-com-
puting the factor model each time a new user or an item are
introduced. This issue is particularly prominent in an online
marketplace such as eBay where new items are introduced
constantly. Since the latent factor model is determined by the
relations between search queries and latent topics, the method
of the present disclosure may only need to recompute the
model once significant new search queries are introduced.
Model re-computation can be done offline, and periodically,
without impacting user experience. Model estimation and
inference are discussed in the following section.

Learning and Inference

A key component to the success of the recommendation
system described above is an accurate estimation of the latent
topic model. This consists of per-topic query probabilities
P(qlk)=®,(q) as well as user and item preferences for topics
P(klu)=0,,(k) and P(kl1)=W,(k), where, as above, k is short for
7=k in all probabilities. In this section deriving these prob-
abilities in practice is shown. This process is separated into
two parts: estimating the query probabilities ®,, and estimat-
ing user and item preferences ® , and W,. Estimating ®, is the
most time consuming part of the method, and can be per-
formed offline in some examples; this step can be called
model fitting. The step of estimating ©,, and ®,, on the other
hand, can be done efficiently online, and can be called infer-
ence. Details on each of these two steps will be given below.
Model Fitting
User-Based Modeling Fitting

Estimating @, from data, can be done in a similar way as for
LDA. A variety of methods exist for estimating the model
from a given corpus of documents, such as variational Expec-
tation-Maximization (VEM) originally proposed by Blei et
al., Expectation Propagation (EP) by Minka and Lafferty, and
Gibbs sampling by Griffiths and Steyvers. Griffiths and
Steyvers also showed empirically that Gibbs sampling con-
verges faster to a known ground truth model than either VEM
or EP methods. Therefore, Gibbs sampling can be used in one
example for parameter estimation.

The input to the user-based model estimation is a set of
users, with a list of search queries that each user issued in a
fixed period of time, where repetitions are naturally allowed.
The goal of the Gibbs sampler is to determine for each query
in the dataset the latent topic that this query was generated by.
Then, the model parameters @, and can be trivially computed
as statistics on these topic assignments.

In some examples, the search queries that are used to gen-
erate the model are normalized. That is, queries are corrected
for grammar and spelling, or for common misspellings, mis-
pronunciations, and common alternative search terms. How-
ever, in other examples this operation is omitted.

For completeness a brief derivation of the Gibbs sampler
used in practice is given. This derivation follows the presen-
tation by Heinrich, which is slightly different from that of
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Griffiths and Steyvers. The main idea of Gibbs sampling for
LDA is to derive the distribution

sl @

where z,,, is the topic responsible for generating query i of

— —
pk:P(Zu,i:k\ Z U,

d . . . .
useru, z - ,,, are topic assignments for all other queries, while

— — . . . . .
u and q are users and queries respectively. Once this distri-
bution is established, the Gibbs sampler can be run with a

random initialization of Z until convergence. For LDA:

P4, §) ®)
Pk = ———
PZoui- 1, q)
_ PGl2 PE|d)
P(Gui) PG i | Zmii) PR | )

Under LDA, it is easy to derive both P(HI?) and P(?I H) by
integrating over the parameter space, since for example:

©
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where K is the total number of latent topics, V is size of the

vocabulary of search queries, ®,(q)=P(qlk), ?k(q) is the
number of times query q is assigned to topic k in the topic

assignment vector z (since a query can be used multiple
times by users and each instance can potentially be assigned
to a different latent topic), and B is the multivariate beta
function

V
[reo

i=1

Deriving P(?IH) is analogous, with topics replaced by
users, queries replaced by topics and f§ replaced by .. Note
that, ce R*, eV, but in practice, symmetric priors can be
used, such that B,=p and a,=aVqk and o, BeR". The final
distribution for the Gibbs sampler is:

Zola)+B  Tuwre M
Pre K ’
SUE i+ B) D (E it +)
w=1 =1

where Z .{Q) is the number of times query g is assigned to

topic kin Z- > and ZA () is the number of times topic k
is assigned to a query by user u.

Once the Gibbs sampler converges to a stationary distribu-
tion, the model parameters can be computed as:
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Sk (8)
g = P

SEm+s
w=1

This expression makes apparent, the smoothing effect of
the input parameter § on ®,, since even if a latent topic k is
assigned to instances of only one query q, the probabilities
@, (w)=P(wlk), w=q will be non-zero because of f§.
Item-Based Model Fitting

The user-based method presented above assumes that the
input data contains a set of user-query pairs. As discussed
earlier, the model for generating items allows the model
parameters ®,(q) to be estimated from item-query pairs
instead. In this case, the method of the present disclosure
assumes that the dataset consists of a set of items together
with queries that were used by users to arrive at each of these
items, that is, the query conversion data. Let z, ; be the latent
topic responsible for generating query j that led to item i. The
joint probability distribution used by the Gibbs sampler in this
case becomes:

Pe = P(Z;,j =k|Z.i 13) )
PR L)
P01, 9)
_ PEILgPEI)PO
PGI T 20 )P 1)PG)
PGP
P@G 25 )P )

where the third equality follows from the conditional inde-

pendence of items T and queries E given Z assumed earlier.
Note that the final expression for p, has the same form as
Equation (5) above. In addition, the Dirichlet prior y assumed
on W,, where W,(k)=P(kli), forces the distribution of topics
given an item to have the same form as the distribution of
topics given a user. Thus, the Gibbs sampler can be run in the
same way as above to get ®,(q).

Inference

Once the model parameters @, have been estimated using
one of the methods above, the inferential task consists of
learning either ®,, or W,, for a user u or item i. Note that the
input for inference may be different from the input for the
model fitting step. In particular, if the model parameters ®,
are learned on a set of queries issued by a group of users,
model inference must be able to learn the user preference
vector 0, and item-topic vector W, for users and items that do
not necessarily appear in the original data set. Nevertheless,
the search queries employed by the new users must be similar
to the queries used for model fitting. This is a natural assump-
tion since, as previously mentioned, the vocabulary of search
queries evolves at a significantly slower rate than the inven-
tory of items and the population of users.

For concreteness, suppose the data set consists of a single
user u with all the search queries issued by this user in a fixed
time period, and the goal is to estimate the user preference
vector ©,,. Learning W, from the queries used to arrive at an
item 1 in a fixed time period is identical with appropriate
change in notation.
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The Gibbs sampling procedure described above allows the
method of the present disclosure to perform inference in a
straightforward fashion. Again, for every query q,, , in the new
dataset, the aim is to determine which latent topic z is respon-
sible for generating this query. For this, the Gibbs sampler
may be run in the same fashion as above, while only iterating
over queries of user u. The probability distribution for the
Gibbs sampler is nearly identical to Equation (7):

) Fla)+2 ylau)+B  Zaw+a (10)
'k O s

V K
20 @) + 2@+ B) Y it +o)
q J

where 7 is the assignment of latent topics to queries only of
user u, while Hk(qw.) is the number of times query q,,, was

assigned to topic k in the model fitting step. Note that 1 isthe
only part of the distribution that depends on the model fitting,
and can be seen as a precomputed sparse VxK matrix of
counts.

After convergence of the Gibbs sampler, the user prefer-
ence vector ®,, can be computed as:

Fw+a (1

Z Yw+a
=

O, k) =

Note that if the user u issued N search queries, one sampling
iteration of the Gibbs sampler will require only N topic
assignments. Convergence is usually achieved after several
Gibbs iterations and inference is very fast. Therefore, learn-
ing model parameters ©,, and W, for new users and items
through inference is very efficient and does not require exten-
sive computations, unlike conventional matrix factorization
models.
Parallelization

It is important to emphasize that inference lends itself
naturally to parallelization, since no data needs to be shared
between individual users and items, except for the fixed and

precomputed matrix 1. Therefore, in some examples a par-
allel implementation of inference to learn both the item and
user topical preference vectors for a large population in real
time can be used, particularly for unseen users and items. In
fact, model estimation described earlier can also be parallel-
ized efficiently for large scale applications. Wang et al.
describe a large scale parallel implementation of a Gibbs
sampler for LDA using MPI and MapReduce.
Experimental Results

In this section, the results obtained using the method of the
present disclosure on large-scale real-world data collected
from eBay is shown.
Data Preprocessing and Analysis

The dataset consists of the search queries entered by the
eBay users over a two-month period (2009 May 10 to 2009
Jul. 9). Only queries for which the search engine returned at
least one item in the “Clothing, Shoes & Accessories” (CSA)
meta-category are considered. Note that generally the method
assumes that each query must reflect an interest of a user
which is suitable for a brand and product-driven category
such as clothing and accessories. Furthermore, during the
model fitting step casual users may be removed who did not
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purchase any items in this time period. This greatly reduces
the data set and leaves 2.6 million users with an average of2.5
queries per user per day. Finally, the vocabulary of possible
queries may be limited to only consider those queries that
were entered by at least 30 different users in this time period.
This last step reduces the data by an additional 8 percent, but
also significantly reduces the computational complexity of
the Gibbs sampler. In the end, our vocabulary consists of
approximately 50,000 search queries.

FIGS. 1 and 2 show trends 1010 and 2010 observed in the
data. In particular, FIG. 1 shows that over fifty percent of the
users who bought items in the CSA meta-category of eBay
during two months, only bought one item in this meta-cat-
egory (while the average number of purchased items is three,
which is explained by the heavy tailed nature of the distribu-
tion: a small number of users bought very many items). On the
other hand, FIG. 2 shows that the median number of subcat-
egories (as defined by the current eBay taxonomy) that indi-
vidual users looked at is five, while the mean is 10.7. This
shows that users at eBay are generally curious and are willing
to explore products in a variety of categories. In particular,
this means that recommendations based purely on purchasing
behavior may not be able to capture the wide range of inter-
ests that users have.

Choice of Dirichlet Priors o and

One of the principal advantages of the LDA model over
pLSA is the flexibility of prior parameters o and f§. Indeed,
pLSA is a maximum a posteriori LDA model estimated with
auniform Dirichlet prior a=1. To demonstrate the importance
of this distinction, which holds even for a large dataset, the
inventors of the present disclosure considered a sample of
queries issued by 400K users, and estimated the model for
100topics and various values of . and 8. FIGS. 3 and 4 shows
the dependences of the average number of topics per user and
the average number of words per topic on the priors o and f3,
respectively. For each user u we consider the median of ©,:
the minimum number of topics, such that their cumulative
distribution in ©,, is at least 0.5, and similarly, for each topic
k, we consider the median of ®,: the minimum number of
queries such that their camulative distribution in @, is 0.5.

Note that as o approaches 1, the average number of topics
per user grows considerably which means that on average
users’ interests become diffused over more topics. However,
as a result of this, fewer words are necessary to explain each
topic and @, becomes more and more concentrated. The
effect of § is less pronounced on the average number of topics
per user as it remains constant, whereas the number of words
per topic grows. This is consistent with the intuition that
controls how concentrated each topic is. Since the ultimate
goal is to recommend items to users, highly concentrated
topics with the most relevant queries having a high probabil-
ity is desired. Furthermore, since the majority of users only
explore a small number of subcategories, it is expected that
each user will be interested in a small number of latent topics.
Therefore, we use a=0.05, which corresponds to the median
of' 5 topics per user on average, and =0.1. The dependence of
the model on the number of latent topics will be explored in
the following subsections.

Model Evaluation

To evaluate the quality of our method, we evaluate the
log-likelihood of unseen data given the model. For this, the
model parameters @, and ©,, are computed for the two-month
data described above. This allows for predictions of the pref-
erence P(qlu) of user u for a particular query q using Equation
(1). The log-likelihood of a set of queries for a user is given
simply as Z, log (P(q,u)). Thus, to evaluate the quality of the
model, the log-likelihood of the search queries issued by the
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same users for which the model was estimated is evaluated,
but in the four days following the training period. A good
predictive model would result in a small absolute value of the
log-likelihood, and thus, if the model correctly captures the
latent topics and user interests, the predictive error should be
small.

As a baseline predictor, the global model is used, which is
oblivious to individual user’s preferences. This corresponds
to setting the number of topics to one. Then under uniform
Dirichlet priors, the probability P(qlu) is just the fraction of
times this query was used in the training data independent of
u. In other words, each query is characterized by its overall
popularity in the training data.

FIG. 5 shows the dependence of the absolute log-likeli-
hood of the testing data on the number of topics K. Note that
the global user-oblivious model with one topic results in 36
percent higher absolute log-likelihood than the model with
500 topics and 31 percent higher than the model with 200
topics. Interestingly, no over-saturation phenomena was
observed and the absolute log-likelihood decreases as far as
500 latent topics. However, the rate of the decrease slows
down beyond 200 topics.

FIG. 6 shows that the improvement over the global model
is significantly more pronounced for the users who issued
many queries (in the training set). Thus, over 50 percent
improvement in absolute log-likelihood is achieved using a
model with 200 topics for users who entered over 400 search
queries. This shows not only that topical preferences are
learned more accurately for users who have a longer search
history, but also that the topics themselves represent persis-
tent structure in the data.

FIG. 7 shows the dependence of the absolute log-likeli-
hood on the Dirichlet prior a. Although the total log-likeli-
hood for different choices of a is quite similar, the CDF ofthe
absolute log-likelihood of the test queries with the two mod-
els are quite different. Note that the model with =0.05 makes
more predictions with smaller absolute log likelihood but, on
the other hand, makes predictions with higher absolute like-
lihood than the model 20 with ¢=1. In other words, the correct
predictions of the model with a=0.05 are better than the
correct predictions of the model with a=1, while the incorrect
predictions are worse. This is in accordance with the intuition
that higher values of a result in more smooth or “averaged
out” models. Arguably, in the context of recommending
items, more accurate predictions are more important,
although significantly incorrect recommendations can impact
user trust.

User Classification

Finally, the usefulness of the method of the present disclo-
sure in a user classification task is explored. This also helps
illustrate the effect of the choice of the number of topics on
model estimation. The goal is to classify eBay users into
males and females based solely on their search queries in the
CSA category. A simple Bayesian classifier was used for this
task. Namely, two separate models At,, and My, one for
male and another for female users are built. Then for a new
user with a history of search queries Q,,, 1, =log (P(Q,,| M),
is evaluated and then this user is declared male if 1,,>1,and
female otherwise.

Approximately 40 percent of the eBay buyers in the cloth-
ing category provide their gender information. Thus, 1 mil-
lion users are used to train the two models. FIG. 8 shows the
classification accuracy of this method for models with difter-
ent number of latent topics, as a function of the number of
queries the user entered. For example, using K=100 latent
topics 75 percent accuracy is achieved for users who entered
more than 40 queries.
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This method can be augmented by summing up log-likeli-
hoods of the user’s queries over models with a different
number of latent topics. In other words, if AM,, (K), is the
model computed on the male users with K latent topics, then
1,=Z, log (P(Q,, M (K))), with |, modified similarly. Note
that this ensemble method performs strictly better for all users
than any of the individual models. Therefore, in the context of
user classification, there is no single best choice of the num-
ber of topics for model estimation. Instead, it is better to
ensemble models with different number of latent topics. A
sensible interpretation of this result is that the number of
latent topics is the scale at which the data is explained by the
model. A multi-scale approach then is most efficient since it
incorporates views from all scales.

Example System and Method Implementations

In some examples, the various methods described herein
may be implemented as part of a network commerce system.
FIG. 9 is a schematic diagram illustrating a network system
having a client-server architecture, according to an example
embodiment. A networked system 9002, in the example
forms of a network-based marketplace or publication system,
provides server-side functionality, via a network 9004 (e.g.,
the Internet or Wide Area Network (WAN)) to one or more
clients. FIG. 9 illustrates, for example, a web client 9006
(e.g., a browser, such as the Internet Explorer browser devel-
oped by Microsoft Corporation of Redmond, Washington
State), and a programmatic client 9008 executing on respec-
tive client machines 9010 and 9012.

An Application Program Interface (API) server 9014 and a
web server 9016 are coupled to and provide programmatic
and web interfaces, respectively, to one or more application
servers 9018. The application servers 9018 host one or more
marketplace applications 9020 and payment applications
9022. The application servers 9018 are, in turn, shown to be
coupled to one or more database servers 9024 that facilitate
access to one or more databases 9026.

The marketplace applications 9020 may provide a number
of marketplace functions and services to users that access the
networked system 9002. The payment applications 9022 may
likewise provide a number of payment services and functions
to users. The payment applications 9022 may allow users to
accumulate value (e.g., in a commercial currency, such as the
U.S. dollar, or a proprietary currency, such as “points”) in
accounts, and then later to redeem the accumulated value for
products (e.g., goods or services) that are made available via
the marketplace applications 9020. While the marketplace
and payment applications 9020 and 9022 are shown in FIG. 9
to both form part of the networked system 9002, it will be
appreciated that, in alternative embodiments, the payment
applications 9022 may form part of a payment service that is
separate and distinct from the networked system 9002.

Further, while the system 9000 shown in FIG. 9 employs a
client-server architecture, the present invention is, of course,
not limited to such an architecture, and may equally find
application in a distributed, or peer-to-peer architecture sys-
tem, for example. The various marketplace and payment
applications 9020 and 9022 may also be implemented as
stand-alone software programs, which do not necessarily
have networking capabilities.

The web client 9006 accesses the various marketplace and
payment applications 9020 and 9022 via the web interface
supported by the web server 9016. Similarly, the program-
matic client 9008 accesses the various services and functions
provided by the marketplace and payment applications 9020
and 9022 via the programmatic interface provided by the API
server 9014. The programmatic client 9008 may, for example,
be a seller application (e.g., the TurboLister application
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developed by eBay Inc., of San Jose, Calif.) to enable sellers
to author and manage listings on the networked system 9002
in an off-line manner, and to perform batch-mode communi-
cations between the programmatic client 9008 and the net-
worked system 9002.

FIG. 9 also illustrates a third party application 9028,
executing on a third party server machine 9030, as having
programmatic access to the networked system 9002 via the
programmatic interface provided by the API server 9014. For
example, the third party application 9028 may, utilizing infor-
mation retrieved from the networked system 9002, support
one or more features or functions on a website hosted by the
third party. The third party website may, for example, provide
one or more promotional, marketplace or payment functions
that are supported by the relevant applications of the net-
worked system 9002.

The present subject matter falls into the category of per-
sonalization applications 10010 (discussed below in the
description of FIG. 10). These applications may be housed on
the application server(s) 9018 and may be considered mar-
ketplace applications 9020. In various embodiments, the per-
sonalization applications 10010 have different degrees of
interaction with the database servers 9024. In an embodi-
ment, user, item, and query histories are accessed from data-
base servers 9024. Using such information, the personaliza-
tion applications 10010 may generate a personalized
recommendation of a volatile item.

Marketplace Applications

FIG. 10 is a block diagram illustrating multiple market-
place applications that, in an example embodiment, are pro-
vided as part of a network-based marketplace. FIG. 9 includes
multiple applications 9020 and 9022 that, in one example
embodiment, are provided as part of the networked system
9002. The applications 9020 may be hosted on dedicated or
shared server machines (not shown) that are communica-
tively coupled to enable communications between server
machines. The applications themselves are communicatively
coupled (e.g., via appropriate interfaces) to each other and to
various data sources so as to allow information to be passed
between the applications or so as to allow the applications to
share and access common data. The applications may further-
more access server one or more databases 9026 via the data-
base servers 9024.

The networked system 9002 may provide a number of
publishing, listing and price-setting mechanisms whereby a
seller may list (or publish information concerning) goods or
services for sale. A buyer may express interest in or indicate
a desire to purchase such goods or services, and a price may
be set for a transaction pertaining to the goods or services. To
this end, the marketplace applications 9020 are shown to
include at least one publication application 10000 and one or
more auction applications 10002 which support auction-for-
mat listing and price setting mechanisms (e.g., English,
Dutch, Vickrey, Chinese, Double, Reverse auctions etc.). The
various auction applications 10002 may also provide a num-
ber of features in support of such auction-format listings, such
as a reserve price feature whereby a seller may specify a
reserve price in connection with a listing and a proxy-bidding
feature whereby a bidder may invoke automated proxy bid-
ding.

A number of fixed-price applications 10004 support fixed-
price listing formats (e.g., the traditional classified advertise-
ment-type listing or a catalogue listing) and buyout-type list-
ings. Specifically, buyout-type listings (e.g., including the
Buy-It-Now (BIN) technology developed by eBay Inc., of
San Jose, Calif.) may be offered in conjunction with auction-
format listings, and allow a buyer to purchase goods or ser-



US 9,336,315 B2

17

vices, which are also being offered for sale via an auction, for
a fixed-price that is typically higher than the starting price of
the auction.

Store applications 10006 allow a seller to group listings
within a “virtual” store, which may be branded and otherwise
personalized by and for the seller. Such a virtual store may
also offer promotions, incentives and features that are specific
and personalized to a relevant seller.

Reputation applications 10008 allow users that transact,
utilizing the networked system 9002, to establish, build and
maintain reputations, which may be made available and pub-
lished to potential trading partners. Consider that where, for
example, the networked system 9002 supports person-to-
person trading, users may otherwise have no history or other
reference information whereby the trustworthiness and cred-
ibility of potential trading partners may be assessed. The
reputation applications 10008 allow a user, for example
through feedback provided by other transaction partners, to
establish a reputation within the networked system 9002 over
time. Other potential trading partners may then reference
such a reputation for the purposes of assessing credibility and
trustworthiness.

The networked system 9002 may support a number of
marketplaces that are customized, for example, for specific
geographic regions. A version of the networked system 9002
may be customized for the United Kingdom, whereas another
version of the networked system 9002 may be customized for
the United States. Fach of these versions may operate as an
independent marketplace, or may be customized (or interna-
tionalized) presentations of a common underlying market-
place. The networked system 9002 may, accordingly, include
anumber of internationalization applications 10012 that cus-
tomize information (and/or the presentation of information)
by the networked system 9002, according to predetermined
criteria (e.g., geographic, demographic or marketplace crite-
ria). For example, the internationalization applications 10012
may be used to support the customization of information for
a number of regional websites that are operated by the net-
worked system 9002 and that are accessible via respective
web servers 9016.

Navigation of the networked system 9002 may be facili-
tated by one or more navigation applications 10014. For
example, a search application (as an example of a navigation
application) may enable key word searches of listings pub-
lished via the networked system 9002. A browse application
may allow users to browse various category, catalogue, or
inventory data structures according to which listings may be
classified within the networked system 9002. Various other
navigation applications may be provided to supplement the
search and browsing applications.

In order to make listings visually informing and attractive,
the marketplace applications 9020 may include one or more
imaging applications 10016 with which users may upload
images for inclusion within listings. An imaging application
10016 also operates to incorporate images within viewed
listings. The imaging applications 10016 may also support
one or more promotional features, such as image galleries that
are presented to potential buyers. For example, sellers may
pay an additional fee to have an image included within a
gallery of images for promoted items.

Listing creation applications 10018 allow sellers to conve-
niently author listings pertaining to goods or services that
they wish to transact via the networked system 9002. The
listing management applications 10020 then allow sellers to
manage such listings. Specifically, where a particular seller
has authored and/or published a large number of listings, the
management of such listings may present a challenge. The
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listing management applications 10020 provide a number of
features (e.g., auto-re-listing, inventory level monitors, etc.)
to assist the seller in managing such listings. One or more
post-listing management applications 10022 also assist sell-
ers with a number of activities that typically occur post-
listing. For example, upon completion of an auction facili-
tated by one or more auction applications 10002, a seller may
wish to leave feedback regarding a particular buyer. To this
end, a post-listing management application 10022 may pro-
vide an interface to one or more reputation applications 10008
so as to allow the seller to conveniently provide feedback
regarding multiple buyers to the reputation applications
10008.

Dispute resolution applications 10024 provide mecha-
nisms whereby disputes arising between transacting parties
may be resolved. For example, the dispute resolution appli-
cations 10024 may provide guided procedures whereby the
parties are guided through a number of steps in an attempt to
settle a dispute. In the event that the dispute cannot be settled
via the guided procedures, the dispute may be escalated to a
third party mediator or arbitrator.

A number of fraud prevention applications 10026 imple-
ment fraud detection and prevention mechanisms to reduce
the occurrence of fraud within the networked system 9002.

Messaging applications 10028 are responsible for the gen-
eration and delivery of messages to users of the networked
system 9002. Such message, for example, advise users
regarding the status of listings at the networked system 9002
(e.g., providing “outbid” notices to bidders during an auction
process or to provide promotional and merchandising infor-
mation to users). Respective messaging applications 9028
may utilize any one of a number of message delivery net-
works and platforms to deliver messages to users. For
example, messaging applications 10028 may deliver elec-
tronic mail (e-mail), instant message (IM), Short Message
Service (SMS), text, facsimile, or voice (e.g., Voice over IP
(VoIP)) messages via the wired (e.g., the Internet), Plain Old
Telephone Service (POTS), or wireless (e.g., mobile, cellular,
WiFi, WIMAX) networks.

Merchandising applications 10030 support various mer-
chandising functions that are made available to sellers to
enable sellers to increase sales via the networked system
9002. The merchandising applications 10030 also operate the
various merchandising features that may be invoked by sell-
ers, and may monitor and track the success of merchandising
strategies employed by sellers.

The networked system 9002 itself, or one or more parties
that transact via the networked system 9002, may operate
loyalty programs that are supported by one or more loyalty/
promotions applications 10032. For example, a buyer may
earn loyalty or promotions points for each transaction estab-
lished and/or concluded with a particular seller and may be
offered a reward for which accumulated loyalty points may be
redeemed.

Data integrity applications 10034 support various func-
tions that serve to prevent users in the networked system 9002
from incorrectly entering information. The data integrity
applications 10034 also may interact with the fraud preven-
tion applications 10026 to maintain the integrity of the auc-
tions by preventing fraud perpetrated on the basis of typo-
graphical mistake when bidding.

Personalization applications 10010 allow users of the net-
worked system 9002 to personalize various aspects of their
interactions with the networked system 9002. For example a
user may, utilizing an appropriate personalization application
10010, create a personalized reference page at which infor-
mation regarding transactions to which the user is (or has
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been) a party may be viewed. Further, a personalization appli-
cation 10010 may enable a user to personalize listings and
other aspects of their interactions with the networked system
9002 and other parties. Other examples include providing
personalized recommendations of various items.

FIG. 11 illustrates one example system implementation of
the present disclosure. Personalization Application 10010
contains, in one example, model generator 110050, recom-
mendor 110054, inference generator 110052, and possibly
other components. Model generator 110050 takes user, query,
and item information from database 9026 through database
server 9024 and uses this information to implement the user
or item based model fitting described above. The inference
generator 110052 uses the same information to learn or
update either ©,, or W, for auser u or item 1. The recommendor
110054 takes the generated models and provides a personal-
ize recommendation for an item based on the method
described above. This personalized recommendation can then
be displayed by the commerce system. Database server 9024
and database 9026 can be the same or a different database and
database server than that described in FIG. 9.

FIG. 12 illustrates, in one example, the method steps of the
present disclosure. In particular, in step 12010, the topic
vector is created. The topic vector is a set of all the @,
probability distributions for each k topic. Thus, in one
example, if ten topics are modeled, then the topic vector will
contain ten @, probability distributions. As already stated,
each probability distribution ®, corresponds to a topic and
contains the probability estimations that a given search query
or queries corresponds to the topic k. These probability esti-
mates can be generated by either the user-query information,
or the item-query information generated by historical data as
already described. If the user-query information is used, the
system first creates the user preference distribution 0,, from
the historical user-query data for all the historical users. If the
item-query information is used to generate @, then the prob-
ability distribution for each item 1, W,, is created. Then, either
0, or W, is used to generate ®,.

In step 12020, the user preference distribution @, is created
for a particular user if ®, was not already created as part of
step 12010 (i.e. a new user), or ®,, can be updated in step
12020 to reflect new queries entered by the user. As already
stated, ©,, contains a list of probabilities that a particular user
u is interested in the particular modeled topics. In some
examples, for each topic k, ©,, will contain a probability that
the user u is interested in that topic k. In other examples, only
a fixed number of topics is stored. In yet other examples, only
topics which exceed a certain predetermined probability
threshold are stored.

In step 12030, an item is recommended by the system. To
do this, the system finds the user preference distribution 6,
for the particular user (in this case, user u) and then searches
the user preference distribution for a topic or a set of topics
that have a high probability of being of interest to the particu-
lar user. From there, the particular probability distribution(s)
@, that corresponds to the particular selected topic or topics
are retrieved from the topic vector. Each returned @, is
searched for a particular search query that has a high prob-
ability of being related to the selected topic is returned. The
search query or queries returned are then executed on a search
engine of the internet or some other marketplace. In one
example, the marketplace is that of an online marketplace
such as the one operated by eBay, Inc. of San Jose, Calif.
Some or all of the items that are returned by the search are
then presented to the users.

Another example implementation is shown in FIG. 13. At
13010 the item based model W, is created based on the item-
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query mappings. At 13020 the topical preferences of a user is
inferred by creating the ® , for a particular user. At step 13030
an item is recommended for the user by selecting a topic from
the ©,, for a particular user that has a high probability of
interest and then using that topic to ascertain a particular item
in the set of items W, that has a high probability of relating to
the chosen topic. The item is then presented to a user.

In some examples, it is also possible to add a temporal
aspect to the method to reflect the evolution of the latent
topics and user preferences. This may include modeling
short-term effects, such as topics that become prominent
because of external events (e.g., Super Bowl), cyclic topic
shifts that arise in certain seasons, as well as long term topic
changes that appear, e.g., from new products introduced in the
market.

Disclosed is a method for user personalization and recom-
mendation of search queries and volatile items based on
search query analysis. The method is based on mapping both
users and items to a common latent topic space where col-
laborative filtering and item recommendation can be made.
This decoupling of users and items also allows for efficient
inference for new items and users and recommendation of
relevant items in a volatile setting such as the eBay online
marketplace.

Example Machine Implementations

FIG. 14 illustrates components of a machine 14000,
according to some example embodiments, that is able to read
instructions from a machine-readable medium (e.g.,
machine-readable storage medium) and perform any one or
more of the methodologies discussed herein. Specifically,
FIG. 14 shows a diagrammatic representation of the machine
14000 in the example form of a computer system and within
which instructions 14024 (e.g., software) for causing the
machine 14000 to perform any one or more of the method-
ologies discussed herein may be executed. In alternative
embodiments, the machine 14000 operates as a standalone
device or may be connected (e.g., networked) to other
machines. In a networked deployment, the machine 14000
may operate in the capacity of a server machine or a client
machine in a server-client network environment, or as a peer
machine in a peer-to-peer (or distributed) network environ-
ment. The machine 14000 may be a server computer, a client
computer, a personal computer (PC), a tablet computer, a
laptop computer, a netbook, a set-top box (STB), a personal
digital assistant (PDA), a cellular telephone, a smartphone, a
web appliance, a network router, a network switch, a network
bridge, or any machine capable of executing the instructions
14024 (sequentially or otherwise) that specify actions to be
taken by that machine. Further, while only a single machine is
illustrated, the term “machine” shall also be taken to include
a collection of machines that individually or jointly execute
the instructions 14024 to perform any one or more of the
methodologies discussed herein.

The machine 14000 includes a processor 14002 (e.g., a
central processing unit (CPU), a graphics processing unit
(GPU), a digital signal processor (DSP), an application spe-
cific integrated circuit (ASIC), a radio-frequency integrated
circuit (RFIC), or any suitable combination thereof), a main
memory 14001, and a static memory 14006, which are con-
figured to communicate with each other via a bus 14008. The
machine 14000 may further include a video display 14010
(e.g., a plasma display panel (PDP), a liquid crystal display
(LCD), a projector, or a cathode ray tube (CRT)). The
machine 14000 may also include an alphanumeric input
device 14012 (e.g., a keyboard), a cursor control device
14014 (e.g., a mouse, a touchpad, a trackball, a joystick, a
motion sensor, or other pointing instrument), a storage unit



US 9,336,315 B2

21

14016, a signal generation device 14018 (e.g., a speaker), and
a network interface device 14020.

The storage unit 14016 includes a machine-readable
medium 14022 on which is stored the instructions 14024
(e.g., software) embodying any one or more of the method-
ologies or functions described herein. The instructions 14024
may also reside, completely or at least partially, within the
main memory 14001, within the processor 14002 (e.g., within
the processor’s cache memory), or both, during execution
thereof by machine 14000. Accordingly, the main memory
14001 and the processor 14002 may be considered as
machine-readable media. The instructions 14024 may be
transmitted or received over a network 14026 via the network
interface device 14020.

Method embodiments illustrated herein may be computer-
implemented. Some embodiments may include computer-
readable media encoded with a computer program (e.g., soft-
ware), which includes instructions operable to cause an
electronic device to perform methods of various embodi-
ments. A software implementation (or computer-imple-
mented method) may include microcode, assembly language
code, or a higher-level language code, which further may
include computer readable instructions for performing vari-
ous methods. The code may form portions of computer pro-
gram products. Further, the code may be tangibly stored on
one or more volatile or non-volatile computer-readable media
during execution or at other times. These computer-readable
media may include, but are not limited to, hard disks, remov-
able magnetic disks, removable optical disks (e.g., compact
disks and digital video disks), magnetic cassettes, memory
cards or sticks, Random Access Memories (RAMs), Read
Only Memories (ROMs), and the like.

Throughout this specification, plural instances may imple-
ment components, operations, or structures described as a
single instance. Although individual operations of one or
more methods are illustrated and described as separate opera-
tions, one or more of the individual operations may be per-
formed concurrently, and nothing requires that the operations
be performed in the order illustrated. Structures and function-
ality presented as separate components in example configu-
rations may be implemented as a combined structure or com-
ponent. Similarly, structures and functionality presented as a
single component may be implemented as separate compo-
nents. These and other variations, modifications, additions,
and improvements fall within the scope of the subject matter
herein.

Certain embodiments are described herein as including
logic or a number of components, modules, or mechanisms.
Modules may constitute either software modules (e.g., code
embodied on a machine-readable medium or in a transmis-
sion signal) or hardware modules. A “hardware module” is a
tangible unit capable of performing certain operations and
may be configured or arranged in a certain physical manner.
In various example embodiments, one or more computer
systems (e.g., a standalone computer system, a client com-
puter system, or a server computer system) or one or more
hardware modules of a computer system (e.g., a processor or
a group of processors) may be configured by software (e.g.,
an application or application portion) as a hardware module
that operates to perform certain operations as described
herein.

In some embodiments, a hardware module may be imple-
mented mechanically, electronically, or any suitable combi-
nation thereof. For example, a hardware module may include
dedicated circuitry or logic that is permanently configured to
perform certain operations. For example, a hardware module
may be a special-purpose processor, such as a field program-
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mable gate array (FPGA) or an application-specific inte-
grated circuit (ASIC). A hardware module may also include
programmable logic or circuitry that is temporarily config-
ured by software to perform certain operations. For example,
a hardware module may include software encompassed
within a general-purpose processor or other programmable
processor. It will be appreciated that the decision to imple-
ment a hardware module mechanically, in dedicated and per-
manently configured circuitry, or in temporarily configured
circuitry (e.g., configured by software) may be driven by cost
and time considerations.

Accordingly, the term “hardware module” should be
understood to encompass a tangible entity that is physically
constructed, permanently configured (e.g., hardwired), or
temporarily configured (e.g., programmed) to operate in a
certain manner or to perform certain operations described
herein. As used herein, “hardware-implemented module”
refers to a hardware module. Considering embodiments in
which hardware modules are temporarily configured (e.g.,
programmed), each of the hardware modules need not be
configured or instantiated at any one instance in time. For
example, where the hardware modules comprise a general-
purpose processor configured using software, the general-
purpose processor may be configured as respective different
hardware modules at different times. Software may accord-
ingly configure a processor, for example, to constitute a par-
ticular hardware module at one instance of time and to con-
stitute a different hardware module at a different instance of
time.

Hardware modules can provide information to, and receive
information from, other hardware modules. Accordingly, the
described hardware modules may be regarded as being com-
municatively coupled. Where multiple hardware modules
exist contemporaneously, communications may be achieved
through signal transmission (e.g., over appropriate circuits
and buses) that connect the hardware modules. In embodi-
ments in which multiple hardware modules are configured or
instantiated at different times, communications between such
hardware modules may be achieved, for example, through the
storage and retrieval of information in memory structures to
which the multiple hardware modules have access. For
example, one hardware module may perform an operation
and store the output of that operation in a memory device to
which it is communicatively coupled. A further hardware
module may then, at a later time, access the memory device to
retrieve and process the stored output. Hardware modules
may also initiate communications with input or output
devices, and can operate on a resource (e.g., a collection of
information).

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by software)
or permanently configured to perform the relevant operations.
Whether temporarily or permanently configured, such pro-
cessors may constitute processor-implemented modules that
operate to perform one or more operations or functions
described herein. As used herein, “processor-implemented
module” refers to a hardware module implemented using one
Of More Processors.

Similarly, the methods described herein may be at least
partially processor-implemented. For example, at least some
of the operations of a method may be performed by one or
more processors or processor-implemented modules. The
performance of certain of the operations may be distributed
among the one or more processors, not only residing within a
single machine, but deployed across a number of machines. In
some example embodiments, the processor or processors may
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be located in a single location (e.g., within a home environ-
ment, an office environment or as a server farm), while in
other embodiments the processors may be distributed across
a number of locations.

The one or more processors may also operate to support
performance of the relevant operations in a “cloud comput-
ing” environment or as a “software as a service” (SaaS). For
example, at least some of the operations may be performed by
a group of computers (as examples of machines including
processors), these operations being accessible via a network
(e.g., the Internet) and via one or more appropriate interfaces
(e.g., an application program interface (API)).

The performance of certain of the operations may be dis-
tributed among the one or more processors, not only residing
within a single machine, but deployed across a number of
machines. In some example embodiments, the one or more
processors or processor-implemented modules may be
located in a single geographic location (e.g., within a home
environment, an office environment, or a server farm). In
other example embodiments, the one or more processors or
processor-implemented modules may be distributed across a
number of geographic locations.

Some portions of this specification are presented in terms
of algorithms or symbolic representations of operations on
data stored as bits or binary digital signals within a machine
memory (e.g., a computer memory). These algorithms or
symbolic representations are examples of techniques used by
those of ordinary skill in the data processing arts to convey the
substance of their work to others skilled in the art. As used
herein, an “algorithm™ is a self-consistent sequence of opera-
tions or similar processing leading to a desired result. In this
context, algorithms and operations involve physical manipu-
lation of physical quantities. Typically, but not necessarily,
such quantities may take the form of electrical, magnetic, or
optical signals capable of being stored, accessed, transferred,
combined, compared, or otherwise manipulated by a
machine. It is convenient at times, principally for reasons of
common usage, to refer to such signals using words such as
“data,” “content,” “bits,” “values,” “elements,” “symbols,”
“characters,” “terms,” “numbers,” “numerals,” or the like.
These words, however, are merely convenient labels and are
to be associated with appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “processing,” “computing,” “calculat-
ing,” “determining,” “presenting,” “displaying,” or the like
may refer to actions or processes of a machine (e.g., a com-
puter) that manipulates or transforms data represented as
physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or any suitable combination thereof), regis-
ters, or other machine components that receive, store, trans-
mit, or display information. Furthermore, unless specifically
stated otherwise, the terms “a” or “an” are herein used, as is
common in patent documents, to include one or more than
one instance. Finally, as used herein, the conjunction “or”
refers to a non-exclusive “or,” unless specifically stated oth-
erwise.

The above description is intended to be illustrative, and not
restrictive. For example, the above-described examples (or
one or more aspects thereof) may be used in combination with
each other. Other embodiments can be used, such as by one of
ordinary skill in the art upon reviewing the above description.
The Abstract is provided to comply with 37 C.F.R. §1.72(b),
to allow the reader to quickly ascertain the nature of the
technical disclosure. It is submitted with the understanding
that it will not be used to interpret or limit the scope or
meaning of the claims. Also, in the above Detailed Descrip-
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tion, various features may be grouped together to streamline
the disclosure. This should not be interpreted as intending that
an unclaimed disclosed feature is essential to any claim.
Rather, inventive subject matter may lie in less than all fea-
tures of a particular disclosed embodiment. Thus, the follow-
ing claims are hereby incorporated into the Detailed Descrip-
tion, with each claim standing on its own as a separate
embodiment, and it is contemplated that such embodiments
can be combined with each other in various combinations or
permutations. The scope of the invention should be deter-
mined with reference to the appended claims, along with the
full scope of equivalents to which such claims are entitled.

What is claimed is:

1. A method of creating a personalized recommendation of
an item, the method comprising:

using one or more processors:

creating a first plurality of probability distributions
based upon a dataset that includes a plurality of users
and a list of search queries that each user in the plu-
rality of users submitted over a predetermined period
of time, each of the first plurality of probability dis-
tributions corresponding to a respective one of a plu-
rality of latent topics and describing, for each respec-
tive search query in the list of search queries, a
probability that the respective latent topic is related to
the respective search query;

creating a user-based probability distribution for a user
based upon the first plurality of probability distribu-
tions and a second list of search queries previously
entered by the user, the user-based probability distri-
bution corresponding to the user and describing a
probability that the user is interested in each of the
plurality of latent topics;

determining a high-ranking latent topic from the user-
based probability distribution;

determining a high-ranking search query from one ofthe
first plurality of probability distributions correspond-
ing to the determined high-ranking latent topic;

submitting the high-ranking search query to a search
engine of an electronic marketplace; and

recommending to the user, at least one search result
received from the search engine of the electronic mar-
ketplace in response to the submitted high-ranking
search query, the at least one search result describing
a volatile item that is part of an item inventory on a
temporary basis.

2. The method of claim 1, wherein the user is one of the
plurality of users.

3. The method of claim 1, wherein creating the first plural-
ity of probability distributions comprises using at least one of:
a variational expectation-maximization algorithm, a expecta-
tion propagation algorithm, or Gibbs sampling.

4. The method of claim 1, wherein recommending at least
one search result comprises recommending a top search
result.

5. The method of claim 1, further comprising retrieving the
list of search queries that each user in the plurality of users
submitted from a database of an online commerce site.

6. The method of claim 1, wherein the user-based probabil-
ity distribution is a multinomial probability distribution.

7. The method of claim 1, wherein the high-ranking search
query is a search query that the user has not previously issued.
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8. A system to create a personalized recommendation of an
item, the system comprising:

one or more processors; and

a memory including instructions, which when executed by

the one or more processors, cause the one or more pro-

cessors to perform operations of:

creating a first plurality of probability distributions
based upon a dataset that includes a plurality of users
and a list of search queries that each user in the plu-
rality of users submitted over a predetermined period
of time, each of the first plurality of probability dis-
tributions corresponding to a respective one of a plu-
rality of latent topics and describing, for each respec-
tive search query in the list of search queries, a
probability that the respective latent topic is related to
the respective search query;

creating a user-based probability distribution for a user
based upon the first plurality of probability distribu-
tions and a second list of search queries previously
entered by the user, the user-based probability distri-
bution corresponding to the user and describing a
probability that the user is interested in each of the
plurality of latent topics; and

determining a high-ranking latent topic from the user-
based probability distribution;

determining a high-ranking search query from one of the

first plurality of probability distributions corresponding
to the determined high-ranking latent topic;
submitting the high-ranking search query to a search
engine of an electronic marketplace; and

recommending at least one search result received from the
search engine of the electronic marketplace in response
to the submitted high-ranking search query, the at least
one search result describing a volatile item that is part of
an item inventory on a temporary basis.

9. The system of claim 8, wherein the user is one of the
plurality of users.

10. The system of claim 8, wherein creating the first plu-
rality of probability distributions comprises using at least one
of: a variational expectation-maximization algorithm, a
expectation propagation algorithm, or Gibbs sampling.

11. The system of claim 8, wherein recommending at least
one search result comprises recommending a top search
result.

12. The system of claim 8, wherein the instructions com-
prise instructions, which when executed by the one or more
processors, cause the one or more processors to perform
operations of: retrieving the list of search queries from a
database of an online commerce site.

13. The system of claim 8, wherein the user-based prob-
ability distribution is a multinomial probability distribution.

14. The system of claim 8, wherein the high-ranking search
query is a search query that the user has not previously issued.
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15. A machine readable medium that stores instructions
which, when executed by a machine, causes the machine to
perform operations comprising:
creating a first plurality of probability distributions based
upon a dataset that includes a plurality of users and a list
of search queries that each user in the plurality of users
submitted over a predetermined period of time, each of
the first plurality of probability distributions corre-
sponding to a respective one of a plurality of latent topics
and describing, for each respective search query in the
list of search queries a probability that the respective
latent topic is related to the respective search query;

creating a user-based probability distribution for a user
based upon the first plurality of probability distributions
and a second list of search queries previously entered by
the user, the user-based probability distribution corre-
sponding to the user and describing a probability that the
user is interested in each of the plurality of latent topics;
and

determining a high-ranking latent topic from the user-

based probability distribution;

determining a high-ranking search query from one of the

first plurality of probability distributions corresponding
to the determined high-ranking latent topic;
submitting the high-ranking search query to a search
engine of an electronic marketplace; and

recommending to the user, at least one search result
received from the search engine of the electronic mar-
ketplace in response to the submitted high-ranking
search query, the at least one search result describing a
volatile item that is part of an item inventory on a tem-
porary basis.

16. The machine readable medium of claim 15, wherein:

the user is one of the plurality of users.

17. The machine readable medium of claim 15, wherein the
instructions for creating the first plurality of probability dis-
tributions comprises instructions for at least one of: a varia-
tional expectation-maximization algorithm, an expectation
propagation algorithm, or Gibbs sampling.

18. The machine readable medium of claim 15, wherein the
instructions comprise instructions for retrieving the list of
search queries that each user in the plurality of users submit-
ted from a database of an online commerce site.

19. The machine readable medium of claim 15, wherein
recommending at least one search result comprises recom-
mending a top search result.

20. The machine readable medium of claim 15, wherein the
user-based probability distribution is a multinomial probabil-
ity distribution.

21. The machine readable medium of claim 15 wherein the
high-ranking search query is a search query that the user has
not previously issued.

#* #* #* #* #*



